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Abstract:
An analyst is given a training set consisting of regression datasets Dj of

different sizes, which are distributed according to some Gj , j = 1, . . . ,J ,
where the distributions Gj are assumed to form a random sample generated
by some common source. In particular, the Dj ’s have a common set of co-
variates and they are all labeled. The training set is used by the analyst for
selection of subsets of covariates denoted by P∗(n), whose role is described
next.

The multi-task problem we consider is as follows: given a number of
random labeled datasets (which may be in the training set or not) DJk
of size nk, k = 1, . . . ,K, estimate separately for each dataset the regres-
sion coefficients on the subset of covariates P∗(nk) and then predict future
dependent variables given their covariates.

Naturally, a large sample size nk of DJk allows a larger subset of covari-
ates, and the dependence of the size of the selected covariate subsets on nk

is needed in order to achieve good prediction and avoid overfitting. Sub-
set selection is notoriously difficult and computationally demanding, and
requires large samples; using all the regression datasets in the training set
together amounts to borrowing strength toward better selection under suit-
able assumptions. Furthermore, using common subsets for all regressions
having a given sample size standardizes and simplifies the data collection
and avoids having to select and use a different subset for each prediction
task. Our approach is efficient when the relevant covariates for prediction
are common to the different regressions, while the models’ coefficients may
vary between different regressions.

Last but not least, we propose a simple and meaningful measure, GENO,
that allows comparisons of the predictive value of different subsets of co-
variates by comparing the sample size they require in order to achieve the
same prediction error.

MSC2020 subject classifications: 62J99.
Keywords and phrases: random covariates, model selection, Mallows
Cp, equivalent number of observations (ENO), GENO, transfer learning,
overfitting.

arXiv: 2012.05949

1

https://imstat.org/journals-and-publications/electronic-journal-of-statistics/
mailto:davidazr@technion.ac.il
mailto:yosef.rinott@mail.huji.ac.il
https://mathscinet.ams.org/mathscinet/msc/msc2020.html
https://arxiv.org/abs/2012.05949

	Appendix B: A table of notation

